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ABSTRACT—Although it is estimated that as many as 4% of

people experience some form of enhanced cross talk be-

tween (or within) the senses, known as synaesthesia, very

little is understood about the level of information pro-

cessing required to induce a synaesthetic experience. In

work presented here, we used a well-known multisensory

illusion called the McGurk effect to show that synaesthesia

is driven by late, perceptual processing, rather than early,

unisensory processing. Specifically, we tested 9 linguistic-

color synaesthetes and found that the colors induced by

spoken words are related to what is perceived (i.e., the

illusory combination of audio and visual inputs) and not to

the auditory component alone. Our findings indicate that

color-speech synaesthesia is triggered only when a signifi-

cant amount of information processing has occurred and

that early sensory activation is not directly linked to the

synaesthetic experience.

Synaesthesia occurs when a stimulus triggers an anomalous

percept in the same or different modality as the normal percept.

Reported synaesthetic experiences have ranged from tasting

words (Ward & Simner, 2003) and sounds (Beeli, Esslen, &

Jäncke, 2005) to seeing calendar units (Smilek, Callejas, Dixon,

& Merikle, 2006), but by far the most studied form of syn-

aesthesia is induction of color by letters, words, or digits (Rich &

Mattingley, 2002). This latter type of synaesthesia is diversely

referred to as colored speech (Baron-Cohen, Harrison, Gold-

stein, & Wyke, 1993), colored hearing (Marks, 1975), or lin-

guistic-color (Simner, Glover, & Mowat, 2006), lexical-color

(Rich, Bradshaw, & Mattingley, 2005), or grapheme-color

(Ramachandran & Hubbard, 2001) synaesthesia; such incon-

sistent terminology reflects an underlying lack of understanding

about the amount of information processing required for syn-

aesthesia to be induced. For example, several studies have

found that synaesthesia can occur very rapidly (Palmeri, Blake,

Marois, & Whetsell, 2002; Ramachandran & Hubbard, 2001;

Smilek, Dixon, Cudahy, & Merikle, 2001) and is sensitive to

changes in low-level properties of the inducing stimulus, such as

contrast (Hubbard, Manoha, & Ramachandran, 2006) or font

(Witthoft & Winawer, 2006). These findings suggest that syn-

aesthesia is an automatic association driven by early, unisensory

input. However, attention, semantic information, and feature-

binding processes (Dixon, Smilek, Duffy, Zanna, & Merikle,

2006; Esterman, Verstynen, Ivry, & Robertson, 2006; Matting-

ley, Payne, & Rich, 2006; Mattingley, Rich, Yelland, & Brad-

shaw, 2001; Muggleton, Tsakanikos, Walsh, & Ward, 2007;

Myles, Dixon, Smilek, & Merikle, 2003; Rich & Mattingley,

2003; Sagiv, Heer, & Robertson, 2006) have also been impli-

cated in mediating synaesthesia; such findings suggest that

higher-level stages of information processing are required be-

fore the synaesthetic experience is elicited.

To assess whether synaesthesia is triggered by early, unisen-

sory input or by relatively later perceptual processing, we used

incongruent audiovisual recordings of spoken words known to

induce the McGurk effect (McGurk & MacDonald, 1976). This

effect occurs when incongruent visual information (i.e., a viseme)

influences the perceived auditory information (i.e., spoken word),

resulting in a change in the perceived sound from the real auditory

input. For example, if the audio word /bait/1 is dubbed onto the

viseme of a person saying ‘‘gate’’ (i.e., [gate]), then, in the majority

of cases, an observer will perceive the word date, a percept that is

the result of the integration of the two sensory inputs.

Although the McGurk effect is considered to be the result

of integration between the visual and auditory inputs, it is
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1Slashes (e.g., /cat/) indicate auditory words, and brackets (e.g., [cat]) indi-
cate visemes.
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attributed to processing in higher-level, heteromodal cortical

areas rather than lower-level sensory areas (Calvert, Campbell,

& Brammer, 2000; Hasson, Skipper, Nusbaum, & Small, 2007).

In particular, activation in lower-level cortical areas involved in

the processing of stimulus properties, such as the primary au-

ditory cortex, was reported to be either unrelated to the per-

ception of the illusion (Hasson et al., 2007) or subsequently

related to feedback from higher-level, frontal cortical areas in-

volved in speech production (Skipper, van Wassenhove, Nus-

baum, & Small, 2007). Thus, the McGurk effect is thought to

involve relatively late perceptual processing, rather than early

sensory processing.

We predicted that if synaesthesia is triggered by early uni-

sensory input, then the color induced by an incongruent au-

diovisual speech event should be related to the color induced by

the auditory component presented in isolation. However, if the

synaesthetic color is triggered at a later stage of information

processing (e.g., after integration of the heard and seen speech),

then the induced color should be related to what is perceived

(i.e., the illusory or ‘‘fused’’ percept), rather than the color in-

duced by the auditory component alone.

METHOD

Participants

Twelve synaesthetes (1 male, 11 female; mean age 5 43.9 years)

took part in the experiment for pay. They experienced colors

when they perceived graphemes and were previously tested for

consistency in their grapheme-to-color associations (Barnett

et al., 2007). All participants reported normal or corrected-

to-normal vision and no hearing abnormalities.

Stimuli and Apparatus

Our stimuli were based on audiovisual recordings of a male

speaker (full-face view), which were made using a digital video

camera (JVC, Model GR-DVL167). The actor was instructed to

speak individual words at a normal pace, and each recorded

sample was 2 s long. These words were selected on the basis of

viseme and phonetic properties known to give rise to McGurk

illusions: The place of oral articulation of the visual word should

be more posterior in the mouth than that of the dubbed auditory

word in order for the illusion to occur (Alsius, Navarra, Camp-

bell, & Soto-Faraco, 2005). Some combinations of words were

expected to result in the perception of an entirely new word (e.g.,

the auditory word /bait/ combined with the viseme [gate] would

result in the illusory perception of the word date); in combina-

tions in which the place of articulation of the visual and auditory

word were close together, the perceived word was expected to

match the viseme (e.g., the auditory word /bent/ combined with

the viseme [dent] would result in the perception of the word dent).

Each audiovisual sample was edited using Adobe Premiere

6.0 software for the PC. We first created a basic set of 32 stimuli

for the incongruent, audiovisual (McGurk) condition by splicing

together the audio version of one word with the viseme of another

word. Audio and visual samples were paired in a nonrandom

manner, constrained by the place of articulation of the critical

phoneme, such that the phoneme had a more posterior place of

articulation for the viseme (e.g., /gate/, /tail/, /nap/) than for the

auditory word (e.g., /bait/, /pale/, /map/, respectively; for a

similar procedure, see Alsius et al., 2005). Pilot studies using a

large set of stimuli in which the spoken word was not congruent

with the viseme allowed us to select a set of words that had a high

likelihood of inducing a McGurk illusion (for a list of the ex-

perimental word set used in this study, see Table S1 in the

supporting information available on-line; see p. XXX).

The visual-only and audio-only stimuli were subsequently

created from this incongruent, audiovisual set of stimuli. Visual-

only stimuli were created by masking the incongruent audio

component (i.e., the actor’s spoken word) with white noise. For

the audio-only stimuli, we adopted a previously reported tech-

nique (Alsius et al., 2005; Campbell & Massaro, 1997) in which

we masked the viseme using spatial quantization with a mask

measuring 10 pixels horizontally and 15 pixels vertically over

the face image (see Fig. 1).

Participants were seated 57 cm away from the main computer

monitor, and each visual stimulus subtended a visual angle of 181.

Auditory stimuli were presented at an intensity of 60 dB using two

loudspeakers fixed to either side of the monitor. All auditory,

visual, and audiovisual stimuli were presented using Presentation

software (Neurobehavioral Systems, Inc., Albany, CA).

On each auditory, visual, or audiovisual trial, participants

were simultaneously presented with a color array on a different

monitor, which was positioned adjacent to the main monitor.

Custom-built software allowed this color array to be interactive

such that the participant could select a specific, individual color

from a wide array using a computer mouse. Chosen colors were

automatically recorded and specified in RGB space.

Design

The experiment was based on a one-way, within-subjects design

with three different conditions: auditory, visual, and audiovisual

(incongruent). Trials in each condition were presented in sep-

arate blocks, and block order was counterbalanced across par-

ticipants. Each block contained 32 trials: The first two were

practice trials (and were excluded from the data analysis), and

the remaining 30 were presented in random order across par-

ticipants.

Procedure

A 1,000-ms fixation cross marked the beginning of each trial.

After fixation, and according to block type, an auditory, visual, or

incongruent, audiovisual stimulus appeared for 2,000 ms. The

participant’s task was to verbally report what word had been

spoken by the actor as accurately as possible (and if in doubt, to
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give his or her best guess), and the experimenter recorded the

participant’s response. Before reporting the word, however, the

participant was instructed to choose the color on the array that

best matched the color induced by the word he or she had heard.

For audiovisual trials, we used previously reported criteria to

classify perceptions as either illusory or not (Alsius et al., 2005).

Specifically, we determined that the illusion did not occur if the

auditory component of the word was reported. A McGurk illu-

sion had occurred if the reported word was different from either

the auditory or the visual component of the word, or if the re-

ported word matched the viseme, provided the viseme was not

recognized on its own. Reported words that did not fall into these

categories were labeled as ‘‘other.’’

RESULTS

Although all our participants reported experiencing colors when

viewing graphemes before our study, 3 reported that no color was

induced by any of the experimental word stimuli presented

aurally. The remaining 9 synaesthetes all reported synaesthetic

colors in each condition (see Fig. 2 for an example).

On average, participants reported experiencing the McGurk

illusion in 21.8 (or 73%) of the total 30 incongruent, audiovisual

trials. In the remaining incongruent, audiovisual trials, either

the auditory (5.3 trials) or an unrelated (2.9 trials) word was

reported. In the auditory condition, participants reported the

correct word in 19.6 of the 30 trials, on average. For the re-

maining trials, a McGurk (7.2 trials) or unrelated (3.2 trials)

word was reported. Finally, few visemes were correctly identified

(i.e., on average, less than 1 out of 30 trials); in other cases, an

unrelated word (16.8 trials), a related word in which the first

letter was the same (4.2 trials), or no word (8.1 trials) was re-

ported. Interestingly, synaesthetic colors were reported only

when a subsequent word was also reported, which suggests that

viseme information alone was not sufficient to induce a syn-

aesthetic color in the absence of perceiving a word.

The McGurk illusion was experienced and the word was re-

ported correctly in the auditory condition for an average (across

9 participants) of 13.2 out of 30 words (SD 5 3.2). However, we

excluded cases in which the same color was induced by the il-

lusory word and auditory-only word if these words contained

different letters in their critical phonemes (e.g., if m and n in-

duced blue) or if these words shared the same first letter (be-

cause synaesthetes subsequently reported that the first letter of a

word typically induced the synaesthetic color). This left an

average of 6.8 words (SD 5 3.2), for which we computed the

average RGB vector distance between the colors induced by the

McGurk illusion and those induced by the correctly reported

auditory-only counterpart (for further details, see Ward, Huck-

step, & Tsakanikos, 2006). The mean vector distance across

participants was 212.3 (SD 5 80.6; or 151.09 on all 13.2 trials).

Individual Synaesthete

Audiovisual

Auditory

Viseme No color

“meat”

/neat/

[peat]

S21 S23 S64 S19

Fig. 2. Example of the different synaesthetic colors reported by 4 syn-
aesthetes (S21, S23, S64, and S19) in the auditory, viseme, and audio-
visual conditions. The auditory word /neat/ and the viseme [peat] were
correctly reported by these synaesthetes. The colors induced by these
stimuli are shown (with the exception of S19, who did not report any color
for this stimulus in the viseme condition). The figure also shows the colors
induced when the auditory word /neat/ was combined with the viseme
[peat]. In this case, the synaesthetes perceived the illusory audiovisual
word meat, and the colors induced by the illusory word differed from
those induced by the unisensory words alone.

Viseme Audiovisual
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Fig. 1. Sample stimuli showing a male actor articulating words and the relevant audio channel.
To create the incongruent, audiovisual (i.e., McGurk) stimuli, the audio channel was artificially
dubbed over an incongruent video channel. For the auditory condition, a spatial quantization
technique was used to mask the visual information. Likewise, in the visual-only (viseme) condition,
white noise was used to mask the auditory signal.
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We then compared this score against a baseline RGB vector

distance, which was measured as the distance between the

colors induced by the incongruent, audiovisual conditions when

the illusion was not experienced and the colors induced by the

correctly reported auditory-only counterpart, that is, the vector

distance between the induced colors when the same word was

perceived in the two conditions (3.9 out of 30 trials). This

baseline RGB-distance score was 41 (SD 5 16.51), averaged

across participants. Participants sometimes reported the same

illusory word in both the incongruent, audiovisual condition and

the auditory condition (5.1 of the 30 trials); in these cases, the

average RGB vector-distance score was 49 (SD 5 18.02), which

was close to our baseline measure. Because these two baseline

RGB vector-distance scores (41 and 49) were not statistically

different, t(16) 5 1.10, p 5 .33, we pooled them together and

obtained an average baseline measure of 47.5, which repre-

sented the variation in reported colors when the same word was

perceived in both the audiovisual condition and the auditory

condition (a sum of 9 trials). We then compared this baseline

measure to the average RGB vector color distance of 212.3,

calculated from the trials when the illusion was experienced,

and found that they were significantly different, t(16) 5 6.04,

p < .001; this comparison was also significant for the vector

distance of 151.09, t(16) 5 5.08, p < .001. Furthermore, this

significant difference (Bonferroni corrected for multiple com-

parisons) was consistently found for each of the individual

synaesthetes except one, for whom a nonsignificant trend was

observed (see Fig. 3): Unlike the other synaesthetes, participant

S17 had a very limited synaesthetic color spectrum (she reported

experiencing only three different colors in response to all in-

ducing stimuli), resulting in many instances where similar col-

ors were reported for different words.

To verify our baseline measure, we conducted an experiment

with 5 of our synaesthetes, to whom we presented only congruent

audiovisual stimuli in which the perceived words matched the

illusory words perceived in the incongruent, audiovisual condi-

tions of the earlier experiment. For example, if date was previ-

ously perceived from the incongruent combination of /bait/ and

the viseme [gate], then we presented date both visually and au-

rally in a congruent audiovisual trial. The average RGB vector

distance between the colors induced by these congruent-audio-

visual trials and the colors induced by the incongruent, audio-

visual trials was 60.2. This distance was not significantly different

from our previously calculated baseline measure of 50.8 observed

for the same 5 synaesthetes, t(8) 5 1.14, p 5 .28, which suggests

that there was no difference between the colors induced by the

same words, regardless of whether they were illusory or not.

DISCUSSION

The results indicated that the colors induced by the McGurk

illusion (i.e., colors triggered by incongruent, audiovisual con-

ditions) were different from the colors induced by the auditory-

only components of the stimuli. Thus, the colors induced by

audiovisual words are related to what is perceived, and not to

early sensory processing. Furthermore, multisensory integration

occurred before triggering the synaesthetic association; that is,

visual information from the speaker’s face had already become

integrated with the acoustic information before the synaesthetic

color was induced. This result indicates that synaesthetic colors

to speech are induced by late perceptual processing, rather than

early unisensory processing.

The finding that the synaesthetic color is driven by relatively

high-level perception rather than early unisensory information

may provide support for theories of synaesthesia involving

feedback from higher-order areas to early visual areas, such as

color areas (Dixon et al., 2000; Ward et al., 2006). Recent evi-

dence that audiovisual speech is represented at an abstract lev-

el, independent of its sensory components (Hasson et al., 2007),

further supports this model. However, it also remains possible

that audiovisual (or indeed auditory) inducers may be reencoded

into a visual form (grapheme), and this reencoded information

triggers a synaesthetic concurrent via direct cross-activation

(Hubbard, 2007). This reencoding may not be a common

mechanism, or may be insufficient in some cases to trigger the

color experience, because 3 of our participants in the main study

did not report experiencing colors to any of our aurally presented

word stimuli. Our data clearly suggest that, in the case of syn-

aesthesia induced by spoken words, lower-level sensory proper-

ties of the stimuli are not tied to the induced color, but that

a more abstract, multisensory representation can elicit the

synaesthetic experience.
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Individual Synaesthete

McGurk Illusion
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Fig. 3. Plot showing the mean RGB vector distances between the colors
reported in the audiovisual condition and in the auditory condition across
participants. The baseline difference was calculated as the difference
between the audiovisual condition and the auditory condition when the
same word was reported in both (i.e., when no McGurk illusion was
experienced). The McGurk difference was calculated as the difference
between the audiovisual condition and the auditory condition when
different words were reported (i.e., when the McGurk illusion was
experienced). Error bars indicate standard errors of the means.
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