A strong parietal hub in the small-world network of coloured-hearing synaesthetes during resting state EEG

Lutz Jäncke* and Nicolas Langer
Division Neuropychology, Psychological Institute, University of Zurich, Switzerland

We investigated whether functional brain networks are different in coloured-hearing synaesthetes compared with non-synaesthetes. Based on resting state electroencephalographic (EEG) activity, graph-theoretical analysis was applied to functional connectivity data obtained from different frequency bands (theta, alpha1, alpha2, and beta) of 12 coloured-hearing synaesthetes and 13 non-synaesthetes. The analysis of functional connectivity was based on estimated intra-cerebral sources of brain activation using standardized low-resolution electrical tomography. These intra-cerebral sources of brain activity were subjected to graph-theoretical analysis yielding measures representing small-world network characteristics (cluster coefficients and path length). In addition, brain regions with strong interconnections were identified (so-called hubs), and the interconnectedness of these hubs were quantified using degree as a measure of connectedness. Our analysis was guided by the two-stage model proposed by Hubbard and Ramachandran (2005). In this model, the parietal lobe is thought to play a pivotal role in binding together the synaesthetic perceptions (hyperbinding). In addition, we hypothesized that the auditory cortex and the fusiform gyrus would qualify as strong hubs in synaesthetes. Although synaesthetes and non-synaesthetes demonstrated a similar small-world network topology, the parietal lobe turned out to be a stronger hub in synaesthetes than in non-synaesthetes supporting the two-stage model. The auditory cortex was also identified as a strong hub in these coloured-hearing synaesthetes (for the alpha2 band). Thus, our a priori hypotheses receive strong support. Several additional hubs (for which no a priori hypothesis has been formulated) were found to be different in terms of the degree measure in synaesthetes, with synaesthetes demonstrating stronger degree measures indicating stronger interconnectedness. These hubs were found in brain areas known to be involved in controlling memory processes (alpha1: hippocampus and retrosplenial area), executive functions (alpha1 and alpha2: ventrolateral prefrontal cortex; theta: inferior frontal cortex), and the generation of perceptions (theta: extrastriate cortex; beta: subcentral area). Taken together this graph-theoretical analysis of the resting state EEG supports the two-stage model in demonstrating that the left-sided parietal lobe is a strong hub region, which is stronger functionally interconnected in synaesthetes than in non-synaesthetes. The
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right-sided auditory cortex is also a strong hub supporting the idea that coloured-hearing synaesthetes demonstrate a specific auditory cortex. A further important point is that these hub regions are even differently operating at rest supporting the idea that these hub characteristics are predetermining factors of coloured-hearing synaesthesia.

Synaesthesia is a psychological phenomenon that has attracted increasing scientific interest (Mattingley, 2009). In synaesthesia, stimulation of one sensory modality results in additional precepts being evoked simultaneously and automatically (Cytowic & Wood, 1982a,b; Hubbard & Ramachandran, 2005). The most frequent form of synaesthesia is grapheme-colour synaesthesia in which a particular grapheme (the inducer) elicits a particular colour perception (the concurrent perception) (Simner, 2007). Other than this frequently occurring form of synaesthesia, several other variants have been reported, including coloured-hearing (Goller et al., 2009), music-taste (Beeli et al., 2005), colour-people (Weiss, Shah, Toni, Zilles, & Fink, 2001), sound-touch (Beauchamp & Ro, 2008), ordinal linguistic personification (Simner & Holenstein, 2007), word-taste (Simner & Ward, 2006), mirror-touch synaesthesia (Banissy & Ward, 2007), as well as other variants of synaesthesia (see Mattingley, 2009, for a summary). Traditional definitions emphasize that synaesthesia is unidirectional. This means that the inducer always induces the concurrent perception but the concurrent perception does not have the potential to act as the inducer. An instance of this would be when the grapheme /a/ evokes the colour red but red does not induce the perception of an /a/. Nonetheless, this notion is currently challenged due to several studies that have demonstrated bidirectional (at least implicit) forms of synaesthesia (Brang, Edwards, Ramachandran, & Coulson, 2008, 2010; Meier & Rothen, 2007, 2009; Rothen, Nyffeler, von Wartburg, Müri, & Meier, 2010; Weiss, Kalckert, & Fink, 2009).

The origins of synaesthesia are not entirely understood. Currently, genetic- and experience-dependent influences are being discussed (Barnett et al., 2008; Beeli, Esslen, & Jäncke, 2007). In addition, the neurophysiological and neuroanatomical underpinnings of the different variants of synaesthesia are currently unknown. Hubbard and Ramachandran (2005, 2007) and Hubbard, Brang, and Ramachandran (2011) integrated several findings and proposed a two-stage model of grapheme-colour synaesthesia with cross-activation between aberrantly connected brain regions and hyperbinding of two perceptions. According to this model, cross-activation occurs because of an abnormal excess of connections between the grapheme and colour processing brain areas. Due to this aberrant connection, the involved areas are strongly coactivated during grapheme and/or colour processing. The second stage entails both perceptions being bound together by parietal mechanisms, resulting in hyperbinding. In particular, the parietal cortex (especially the intraparietal sulcus and/or superior parts of the parietal lobe) is thought to be essentially involved in hyperbinding. In synaesthetes, this area should be strongly activated or better connected with other brain regions involved in synaesthesia. Cross-activation is thought to be responsible for the particular kind of synaesthesia. For example, grapheme-colour synaesthetes should have an aberrantly strong cross-activation between the grapheme and colour areas in the posterior inferior temporal cortex region (with the fusiform gyrus as the main landmark region).

Several brain-imaging studies have provided support for this model, at least for grapheme-colour synaesthesia (Beeli, Esslen, & Jäncke, 2008; Cohen Kadosh, Cohen Kadosh, & Henik, 2007; Esterman, Verstynen, Ivry, & Robertson, 2006; Muggleton, Tsakanikos, Walsh, & Ward, 2007; Rouw & Scholte, 2007, 2010; Weiss, Zilles, & Fink, 2005). By employing measures of fractional anisotropy (FA) and grey matter density
in grapheme-colour synaesthetes, specific anatomical features have been identified that are also in the vicinity of the parietal cortex of synaesthetes (Rouw & Scholte, 2007, 2010; Rouw, Scholte, & Colizoli, 2011; Weiss et al., 2005).

Whether this model holds true for other forms of synaesthesia (e.g., coloured-hearing as examined in our study) has yet to be demonstrated. For coloured-hearing synaesthetes, cross-activation should occur between the auditory cortex and the colour area within the fusiform cortex. The distance between both areas is relatively long; nevertheless, it has been shown that both areas are simultaneously activated when coloured-hearing synaesthetes hear letters or digits (Beeli et al., 2008). Hyperbinding is considered to operate independently from this particular type of synaesthesia. Thus, the parietal cortex (and particularly the intraparietal sulcus) should also be specific in coloured-hearing synaesthetes.

Cross-activation and hyperbinding are two processes that abnormally utilize the interconnectedness and functional connectivity of the human brain. Functional coupling of adjacently and distally located brain areas is a unique phenomenon of the human brain, which is not only present during the processing of more or less demanding tasks; it is present even during rest (Jann et al., 2009; Jann, Koenig, Dierks, Boesch, & Federspiel, 2010; Laufs, 2008; Laufs et al., 2003a, b). Nevertheless, there is currently no study available, which has explicitly demonstrated different connectivity patterns in synaesthetes. Therefore, we designed this study, in order to examine whether synaesthetes (here coloured-hearing synaesthetes) demonstrate different functional connectivity patterns.

Several recent studies have demonstrated that functional brain connections are organized in a highly efficient small-world manner (Bullmore & Sporns, 2009; Sporns, Chialvo, Kaiser, & Hilgetag, 2004; Sporns, Honey, & Kötter, 2007; Stam, 2004; Stam, 2010). To mathematically describe small-world networks, graph-theoretical analysis techniques are generally used (Bullmore & Sporns, 2009). These are abstract representations of networks, consisting of sets of vertices (nodes) linked by edges (connections). A cluster coefficient \(C\) and a characteristic path length \(L\) are the typical parameters describing the properties of small-world networks. Compared with a random network, a high \(C\) and a low \(L\) characterize small-world networks. A high \(C\) and a low \(L\) suggests that a high level of local neighbourhood clustering (as indexed by \(C\)) is responsible for efficient local information processing in conjunction with several long-distance connections (indexed by \(L\)) that ensure a high level of global communication efficiency across the network and integration of information between the different regions of the brain (Bullmore & Sporns, 2009). A further important measure of small-world networks is centrality (or degree), which indicates how strongly a particular hub is interconnected with the small-world network.

Network analyses have been applied to patterns of functional connectivity patterns during the resting state, as measured with EEG, magnetoencephalography (MEG), and functional magnetic resonance imaging (fMRI) in order to explore inter-individual differences concerning the small-world characteristics. For example, the small-world networks of Alzheimer’s patients are disrupted or diminished, mostly in the direction of a more random network organization (Bartolomei et al., 2006; Li et al., 2009; Micheloyannis et al., 2006, 2009; Ponten, Daffertshofer, Hillebrand, & Stam, 2010; Rubinov et al., 2009; Stam, Jones, Nolte, Breakspear, & Scheltens, 2007). In addition, psychometric intelligence is related to particular small-world network characteristics (van den Heuvel, Stam, Kahn, & Hulshoff Pol, 2009).
In the present study, we readdress the issue whether small-world network characteristics are related to inter-individual differences in cognition. Here, we examine whether coloured-hearing synaesthetes demonstrate different small-world network characteristics compared with non-synaesthetes by using resting state EEG in association with a valid method, to estimate the intra-cerebral sources of surface EEG (standardized low-resolution electrical tomography [sLORETA]) (Pascual-Marqui, 2002). Based on the two-stage model proposed by Hubbard (2007), we hypothesize that synaesthetes should have a strong network hub in the parietal lobe subserving hyperbinding and other strong hubs in the fusiform gyrus (processing colour) and the auditory cortex (processing tones). We are particularly interested in the interconnectedness of these hubs, which can be expressed in specific measures proposed by the graph-theoretical analysis. In this study, we will use degree as a particular measure of local interconnectedness. Therefore, this measure should be stronger for coloured-hearing synaesthetes in the hypothesized regions.

In this study, we focus on the so-called resting EEG and its relation to coloured-hearing synaesthesia. Resting EEG is the tonic EEG activation pattern of subjects in a relaxed state during that they are not executing a particular psychological task. The intra-individual stability of resting EEG measures has been demonstrated repeatedly for different frequency bands (Näpplin, Wildi, & Sarnthein, 2007). In addition, resting EEG is strongly determined by genetic factors (Ambrosius et al., 2008; Anokhin, Lutzenberger, & Birbaumer, 1999; Ivonin, Tsitseroshin, Pogosyan, & Shuvaev, 2004; Linkenkaer-Hansen et al., 2007; Orekhova, Stroganova, Posikera, & Malykh, 2003; Posthuma, Neale, Boomsma, & de Geus, 2001; Smit, Wright, Hansell, Geffen, & Martin, 2006; Tang et al., 2007). Thus, resting EEG can be taken as a stable biological marker for individual brain activity.

**Methods**

**Subjects**

The analysis and this paper are based on the data obtained in the context of a study published in Beeli et al. (2008). Thus, we will only shortly describe the included subjects and the methods to confirm the presence of synaesthesia. In this study, we report data from 12 synaesthetes and 13 non-synaesthetes matched for sex, education, and age (mean age ± standard deviation: synaesthetes 25.7 ± 9.1, controls 26.1 ± 6.4; mean years of education: synaesthetes 15.3 ± 1.8, controls 14.3 ± 0.9; groups did not differ significantly: \( p = .88 \) for age, and \( p = .13 \) for education). All synaesthetes reported lifelong history of ‘color-hearing’ synaesthesia and they were tested for their colour perception to letters (A–Z) and numbers (0–9). They were asked to produce their synaesthetic colours elicited by auditorily presented letters and digits as accurately as possible using a digital image-editing software (Adobe Photoshop 7.0). All synaesthetes had to repeat this task (on average 55 days later), and all of them demonstrated constant and consistent reproduction. None of the synaesthetes reported to experience additional synaesthetic experiences over and above the reported and verified coloured-hearing synaesthesia.

**EEG recording and processing**

Resting EEG was recorded using a 30 channel EEG montage according to the 10–10 system (Fp1/2, F3/4, F7/8, Fz, FT7/8, FC3/4, FCz, T7/8, C3/4, Cz, TP7/8, CP3/4, CPz, P7/8, P3/4, Pz, O1/2, Oz) with the BrainAmp system of BrainProducts, Munich, Germany.
In addition, two EOG channels were corecorded, located below the left and right outer canthi of the eyes. Recording reference was at FCz, with off-line re-referencing to average reference. Digital sampling rate was 500 Hz, on-line filtering 0.1–100 Hz, off-line filtering 0.5–30 Hz, impedance was kept below 10k ohm.

For measuring resting EEG subjects were required to sit comfortably in a chair in a dimly illuminated, sound-shielded Faraday recording cage. Subjects were instructed that EEG recording is done while they rested with their eyes repeatedly open or closed. The EEG protocol consisted of the participants resting with their eyes open for 20 s, followed by 40 s with their eyes closed; this was repeated three times. Only data from the 120 s eyes closed condition were analysed. After the recording of the resting EEG, subjects participated in an event related potential (ERP) experiment, which has been reported elsewhere (Beeli et al., 2008).

For EEG analysis the data were segmented into 2 s windows. In a second step, a discrete Fourier transformation algorithm was applied to all artefact-free 2 s epochs (45 segments per subjects). The power spectrum of 1.5–30 Hz (resolution: 0.488 Hz) was calculated. The spectra for each channel were averaged over all epochs for each subject. Absolute power spectra were integrated for the following five independent frequency bands following classification proposed by Kubicki, Herrmann, Fichte, and Freund (1979): theta (6.5–8 Hz), alpha1 (8.5–10 Hz), alpha2 (10.5–12 Hz), beta (12.5–21 Hz). We know that the theta band is defined in some studies with a broader range (e.g., 4–8 Hz) (Kahana, Sekuler, Caplan, Kirschen, & Madsen, 1999; Klimesch, 1999; Tesche & Karhu, 2000). However, we decided to use the slightly smaller band range because this is provided by the sLORETA software and is frequently used in recent publication (Gianotti et al., 2009; Jausovec & Jausovec, 2000; Kubicki et al., 1979).

**Scalp map analysis (topographical map analysis)**

After the preprocessing steps, the data of 30 electrodes were compared between synaesthetes and non-synaesthetes for each frequency band. The topographical plots of power values and the associated differences were inspected for between-group differences.

**Source localization**

For the purpose of estimating the intra-cerebral electrical sources that generated the scalp-recorded activity, sLORETA, (Pascual-Marqui, 2002) was employed (freely available at http://www.uzh.ch/keyinst/loreta.htm). The following description of the used LORETA method is taken from the description provided by the author of LORETA and published on his website http://www.uzh.ch/keyinst/NewLORETA/Methods/MethodsEloreta.htm. The author explicitly encourages researchers to use his formulation for describing the LORETA technique. sLORETA computes, from the recorded scalp electric potential differences, the three-dimensional (3D) distribution of the electrically active neuronal generators in the brain as standardized units of current density (A/cm²) at each voxel by assuming similar activation among neighbouring neuronal clusters (Pascual-Marqui, 2002). In the current implementation of sLORETA, computations were made in a realistic head model (Fuchs, Kastner, Wagner, Hawes, & Ebersole, 2002), using the MNI152 template (Mazziotta et al., 2001), with the 3D solution space restricted to cortical grey matter, as determined by the probabilistic Talairach atlas (Lancaster et al., 2000). The standard electrode positions on the MNI152 scalp were taken from Jurcak, Tsuzuki, and Dan (2007) and Oostenveld and Praamstra (2001). The intracerebral volume is partitioned in 6,239 voxels at 5-mm spatial resolution. Thus, sLORETA
images represent the standardized electric activity expressed as the exact magnitude of the estimated current density at each voxel in the MNI space (Montreal Neurological Institute). Anatomical labels (as Brodmann areas) are also reported using MNI space, with correction to Talairach space (Brett, Johnsrude, & Owen, 2002). sLORETA 'solves' the inverse problem by taking into account the well-known effects of the head as a volume conductor. Conventional LORETA and the more recent sLORETA analyses have been frequently used in previous experiments to localize brain activations on the basis of EEG or MEG data (Langer, Beeli, & Jäncke, 2010; Meyer, Baumann, & Jäncke, 2006; Mulert et al., 2004; Zaehle et al., 2009).

### Graph-theoretical network analysis

A graph-theoretical network analysis was conducted to analyse connectivity parameters for the intra-cerebral brain oscillations on the basis of the intra-cerebral oscillations. Several studies conclude that an intra-cortical approach represents a clear methodological improvement compared to the EEG spectral analysis at surface electrodes (Babiloni et al., 2004; Lehmann, Faber, Gianotti, Kochi, & Pascual-Marqui, 2006; Mulert et al., 2004; Sinai & Pratt, 2003). Two-second epochs of EEG-data of each subject were imported into the sLORETA software. Within the sLORETA analysis framework, coherence between 84 anatomical regions of interest (ROI) in both hemispheres was computed. Coherence was calculated as linear instantaneous connectivity. This measure was used in other studies before (De Vico Fallani et al., 2010) and is deemed an adequate measure for computing resting state networks. Linear instantaneous connectivity is a function that operates in the frequency domain and generates a value between 0 and 1. Given two signals $x$ and $y$, the linear instantaneous connectivity is calculated in a particular frequency $f$ by taking the square of the cross-spectrum

$$|S_{xy}(f)|^2$$

and the dividing by the product of the two corresponding auto power spectra:

$$SC_{xy}(f) = \frac{|S_{xy}(f)|^2}{S_{xx}(f)S_{yy}(f)}.$$ 

In the present study, the linear instantaneous connectivity $SC$ is calculated between the signals of each cortical source ROI. The sLORETA head model, a standardized template in MNI space including cortical areas of the brain, was parcelled into 84 Brodmann areas to compute the coherence between the centre voxels of each of the 84 ROI. We chose to use the centroid voxels of each ROI instead of calculation of average coherence measures of each ROI, because sLORETA estimates the solution of the inverse problem based on the assumption that the smoothest of all possible activation distributions is the most plausible one. This assumption is supported by neurophysiological data demonstrating that neighbouring neuronal populations show highly correlated activity (Michel et al., 2009). Because of the assumptions of sLORETA, signals of spatially adjacent voxels of neighbouring ROIs are highly correlated, inducing larger coherence, which might be not physiological in nature. By taking just the single-centre voxel of each ROI, we could exclude such contamination. Because of the spatially smooth inverse solution of sLORETA, information of the centroid voxel is an accurate representative for activity within the ROIs.

Intra-cerebral coherence measures of 84 ROIs were subjected to graph-theoretical network analysis. The input for this analysis consisted of an $84 \times 84$ coherence-matrix.
of the measures of each ROI (84 ROIs) for each subject. Therefore, for each subject, the fields of the matrix represent the edges of the network (graphs). An individual network Gi is represented by the weighted connectivity matrix with Nj nodes and Kxy edges, where nodes represent ROIs and edges represent the undirected weighted connections (correlations) between the signals of ROIs. From the number of edges, the density of the networks was computed, which is calculated as number of observed connections divided by the number of possible connections. Because binary and weighted network analyses revealed almost identical results, we only report the weighted analyses in this paper.

The networks of all subjects were averaged to one mean network. Different correlation thresholds (ranging from 0.55 to 0.95) were applied to the average correlation matrix resulting in graphs that comprise different number of edges (connections). The so obtained thresholded mean connectivity matrices were then subjected to the network analysis software \texttt{tnet} (Opsahl, 2009) to quantify small-worldness (Bullmore & Sporns, 2009; Watts & Strogatz, 1998). Small-world indices were derived from the comparison of the real (measured) networks with 100 randomized network realizations comprising the same number of nodes and edges as the real network (Opsahl, Colizza, Panzarasa, & Ramasco, 2008). From the comparison of measured functional brain networks and similar randomized artificial networks, key characteristics that describe the overall architecture of a network were computed. The following definitions of the key measures and key characteristics of small-world networks have been presented in many previous papers. In our paper we refer to several publications from which we have adapted our descriptions and definitions (Bullmore & Sporns, 2009; Humphries & Gurney, 2008; Humphries, Gurney, & Prescott, 2006; Sporns et al., 2004; van den Heuvel et al., 2009; Verstraete et al., 2011; Watts & Strogatz, 1998): key characteristics of small-world networks are the \textit{clustering coefficient} C, the characteristic \textit{path length} L, and the \textit{degree} measures D (analysed in the regional node analysis section) (Watts & Strogatz, 1998). The clustering coefficient C is given by the ratio between the number of connections between the direct neighbours of a node and the total number of possible connections between these neighbours and provides information about the level of local connectedness within a network. The characteristic path length L of a network gives the average number of connections that have to be crossed to travel from each node to every other node in the network and provides information about the level of global communication efficiency of a network (van den Heuvel et al., 2009).

Small-world organized networks are distinguished by a clustering coefficient C that is higher than the C of a comparable randomly organized network (C random), but still with a short characteristic path length L that is similar to that of an equivalent random network (L random) (Humphries & Gurney, 2008; Humphries, Gurney, & Prescott, 2006; Watts & Strogatz, 1998). Formally, small-world networks show a ratio \( \gamma \) defined as C real/C random of \( > 1 \) and a ratio \( \lambda \) defined as L real/L random of \( \sim 1 \) (Humphries & Gurney, 2008; Watts & Strogatz, 1998). A high \( \gamma \) reflects a high level of local neighbourhood clustering within a network, and a short normalized travel distance \( \lambda \) expresses a high level of global communication efficiency within a network (Bullmore & Sporns, 2009; Sporns et al., 2004; Watts & Strogatz, 1998). In other words, a small-world organization is a modular configuration, which means, that the brain is organized with different information processing centres and they are connected to each other very effectively.

In a first step, a mean coherence matrix (averaged across all subjects) was thresholded with a set of different thresholds (ranging from 0.55 to 0.95). In a second step, the network parameters (clustering coefficient, path length, \( \gamma \) and \( \lambda \)) were calculated for the different thresholded mean coherence matrices. The threshold, which the mean coherence matrices resembled most to small-world topology were chosen for the
following analyses. This particular threshold (only one for each frequency band) was applied for each individual subject.

**Regional node analysis**

In order to identify and discriminate important hub regions within the small-world, degree (D) measures were calculated for each individual node and plotted as degree distribution (Freeman, 1978; Opsahl & Panzarasa, 2009). Degree (which is a particular centrality measure) is defined as the sum of weights incident upon a particular node (i.e., the sum of weights of the edges connected to a particular node). Therefore, every node is characterized by its own degree value. To visualize the degree values graphically, MATLAB software (MathWorks, 2007) was used.

**Statistical analysis**

Because of the relative small number of subjects and extremely large number of variables, it is nearly impossible to conduct classical statistical inference test. The reason is the small power even when strong effect sizes are present. Thus, when applying corrections for multiple tests (which is necessary to perform statistical tests with large numbers of variables on the same dataset), no or only a few of the very strong effects would have been identified. Because of this, we decided to use a different more descriptive statistical procedure for most of the statistical tests. For a subset of brain regions, we performed a hypothesis-driven statistical analysis (step 3 mentioned below). For these comparisons, we draw stronger conclusions from the analyses. For hypothesis-free analyses, the statistical test results are not interpreted in terms of statistical significance, they are rather used as descriptive measures of between-group differences. For these analyses, we will be more reluctant in interpreting the findings. The p-values for these between-group comparisons can be taken as measures of effect (steps 1, 2, and 4 mentioned below) (Krauth, 1988). Since we have to consider the fact that p-values depend on sample size, we also calculated effect sizes according to Cohen (1969). A d > .5 is considered as being moderate, while a d > .8 is considered as being large. We will only comment on effects associated with a p ≤ .05 or a d > .8 (large effect size). For the sake of completeness, d and p values will be reported for all analyses (hypothesis-driven and hypothesis-free). All statistical analyses were performed using PASW statistics 18 for MAC. Our statistical analysis comprised the following steps:

(1) A topographical analysis was performed comparing coloured-hearing synaesthetes with non-synaesthetes for each frequency band and each electrode. This analysis was deemed important to ensure that no general activation differences exist between coloured-hearing synaesthetes and non-synaesthetes.

(2) For each frequency band, a between-groups test (synaesthetes vs. control subjects) using t-test for independent samples was performed for the general small-world indices (number of edges, density, clustering coefficient, and path length). Similarly as for step 1, we did not formulate an explicit hypothesis, since there is currently no data available suggesting a general whole-brain difference with respect to the small-world topology in coloured-hearing synaesthetes.

(3) Based on our explicit hypothesis formulated in the introduction of this paper, we anticipated specific network features in three brain areas, which are hypothesized to be pivotal for coloured-hearing synaesthetes: the parietal cortex, the fusiform gyrus, and the auditory cortex. Since hyperbinding and cross-activation are implicated with synaptic strength and thus the number of connections, the degree measure is
used to quantify the connectedness of these areas with other brain areas. In other words, we anticipate stronger degree measures for the parietal cortex, the fusiform gyrus, and the auditory cortex in coloured-hearing synaesthetes. These areas are denoted as hubs in the language of graph-theorem analysis as performed in this study.

(4) Brain areas (or hubs), for which no explicit hypotheses were formulated (hypothesis-free analyses) showing degree measures, which are larger in coloured-hearing synaesthetes than in non-synaesthetes (surpassing the criterion of a $d > 0.8$ and a $p \leq .05$), are only shortly mentioned and we will refrain from making too strong arguments. Future studies should concentrate on these findings in more detail especially with larger sample sizes.

Results

Topographical EEG analysis

Using t-tests for independent samples, the power in each frequency band was compared between coloured-hearing synaesthetes and non-synaesthetes. There were no between-group differences ($p > .10$ and $d < .8$). Thus, we interpret these findings as indicators of similar topographical EEG activations for synaesthetes and non-synaesthetes.

Graph-theoretical network analysis

For the theta band, the network (the average correlation matrix) with the best small-world organization characteristics comprises 84 nodes and 2,354 edges with a density = 0.338. Across the whole range of relevant correlation thresholds, the threshold of $r = .85$ represents the best small-world network organization, which is defined by a high $\gamma$ and a $\lambda \approx 1$. For the alpha1 frequency band the network with the best small-world network organization consists 2,028 edges with a density of 0.406 (threshold $r = .9$). The best network of the alpha2 frequency band is found at the threshold $r = .8$. Hence, the small-world alpha2 frequency band network composed of 3,044 edges and a density = 0.437. For the beta frequency band the threshold $r = .85$ represents the best small-world network organization. The resulting network is based on 3,230 edges with a density = 0.463. Table 1 displays the best small-world indices for each frequency band.

After applying these specific thresholds (one threshold for each frequency band) to each subject, the small-world indices (edges, cluster coefficient, path length, ...)

<table>
<thead>
<tr>
<th>Frequency band</th>
<th>Theta</th>
<th>Alpha1</th>
<th>Alpha2</th>
<th>Beta</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best threshold</td>
<td>0.85</td>
<td>0.9</td>
<td>0.8</td>
<td>0.85</td>
</tr>
<tr>
<td>Edges</td>
<td>2354</td>
<td>2828</td>
<td>3044</td>
<td>3230</td>
</tr>
<tr>
<td>Density</td>
<td>0.338</td>
<td>0.406</td>
<td>0.437</td>
<td>0.463</td>
</tr>
<tr>
<td>CC weighted</td>
<td>0.689</td>
<td>0.704</td>
<td>0.716</td>
<td>0.722</td>
</tr>
<tr>
<td>Path length</td>
<td>1.836</td>
<td>1.663</td>
<td>1.609</td>
<td>1.548</td>
</tr>
<tr>
<td>Weighted normalized</td>
<td>1.546</td>
<td>1.416</td>
<td>1.364</td>
<td>1.337</td>
</tr>
<tr>
<td>$\gamma$ weighted</td>
<td>1.101</td>
<td>1.044</td>
<td>1.039</td>
<td>1.007</td>
</tr>
</tbody>
</table>
Table 2. Listed are $t$- and $p$-values obtained for the $t$-tests comparing the synaesthetes and non-synaesthetes with respect to the global small-world indices broken down for each frequency band.

<table>
<thead>
<tr>
<th></th>
<th>Edges</th>
<th>CC weighted</th>
<th>PL norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theta</td>
<td>$t ,(df = 23)$</td>
<td>$-1.265$</td>
<td>$-0.15$</td>
</tr>
<tr>
<td></td>
<td>$p$</td>
<td>$0.219$</td>
<td>$0.882$</td>
</tr>
<tr>
<td>Alpha1</td>
<td>$t ,(df = 23)$</td>
<td>$-1.154$</td>
<td>$0.396$</td>
</tr>
<tr>
<td></td>
<td>$p$</td>
<td>$0.26$</td>
<td>$0.697$</td>
</tr>
<tr>
<td>Alpha2</td>
<td>$t ,(df = 23)$</td>
<td>$0.749$</td>
<td>$1.078$</td>
</tr>
<tr>
<td></td>
<td>$p$</td>
<td>$0.462$</td>
<td>$0.292$</td>
</tr>
<tr>
<td>Beta</td>
<td>$t ,(df = 23)$</td>
<td>$0.232$</td>
<td>$0.735$</td>
</tr>
<tr>
<td></td>
<td>$p$</td>
<td>$0.819$</td>
<td>$0.47$</td>
</tr>
</tbody>
</table>

$\textit{degree}$ were calculated for each subject individually. The graph-theoretical network analysis for the global small-world indices revealed no between-groups differences. All between-group analyses are summarized in Table 2. As one can see from Table 2, all $p$ values are $<.05$.

Figure 1. Indicated are the hubs for which synaesthetes demonstrate larger degree measures (1: parietal lobe; 2: extrastriate cortex; 3: auditory cortex; 4: hippocampus; 5: inferior frontal cortex; 6: ventrolateral prefrontal cortex (anterior portion); 7: angular gyrus; 8: subcentral area; 9: retrosplenial area; 10: postcentral gyrus). Those hubs for which $a \textit{priori}$ hypotheses are present are indicated as black rectangles with digits in white. Please note that one parietal hub for the beta band is located more anteriorly and inferiorly (postcentral gyrus) than the hubs for the other frequency bands. The other hub found in the parietal lobe is located in the vicinity of the angular gyrus. In addition, the hubs for the retrosplenial area (9) and the hippocampus (4) are located mesially. The hubs are presented on a standard glass brain. Furthermore, the connections of the identified hubs are indicated as lines placed between the hubs. The image is shown in radiological convention, which means that the left side of the image corresponds to the right side of the brain and vice versa.
Table 3. Hubs for which differences between coloured-hearing synaesthetes and non-synaesthetes were hypothesized with respect to the degree measure. Listed are $t$- and $p$-values obtained for the $t$-tests comparing the synaesthetes and non-synaesthetes. In addition, the effect size Cohen’s $d$ is indicated. Please note that only between-group differences are depicted surpassing the thresholds of $p < .05$ and an effect size of $d > .08$. For each region, we also included the MNI coordinates of the maxima for the current densities identified with the sLORETA analysis.

<table>
<thead>
<tr>
<th>Frequency band</th>
<th>Region</th>
<th>$t$</th>
<th>df (23)</th>
<th>$p$</th>
<th>Cohen's $d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theta</td>
<td>Parietal cortex (l)</td>
<td>2.15</td>
<td>.041</td>
<td></td>
<td>0.879</td>
</tr>
<tr>
<td></td>
<td>$(X = -20, Y = -65, Z = 50)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alpha1</td>
<td>Parietal cortex (l)</td>
<td>2.16</td>
<td>.041</td>
<td></td>
<td>1.883</td>
</tr>
<tr>
<td></td>
<td>$(X = -20, Y = -65, Z = 50)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alpha2</td>
<td>Parietal cortex (l)</td>
<td>2.77</td>
<td>.011</td>
<td></td>
<td>1.132</td>
</tr>
<tr>
<td></td>
<td>$(X = -20, Y = -65, Z = 50)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beta</td>
<td>Auditory cortex (r)</td>
<td>2.37</td>
<td>.026</td>
<td></td>
<td>0.969</td>
</tr>
<tr>
<td></td>
<td>$(X = 45, Y = -30, Z = 10)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Identification of hub regions
Hub regions for which the degree measure revealed differences between synaesthetes and non-synaesthetes in some of the hypothesized regions (or hubs). There were also between-group differences in hubs for which no a priori hypothesis have been formulated. All between-group differences are graphically depicted in Figure 1. However, the hubs for which we have formulated a priori hypothesis are specifically marked in Figure 1 (black rectangles) and separately depicted in Table 3. In Table 4, the between-group differences are shown for which no a priori hypotheses have been formulated. The degree measures for the left-sided parietal lobe turned out to strongly differ between both.

Table 4. Hubs for which differences between colored-hearing synaesthetes and non-synaesthetes were not hypothesized with respect to the degree measure.

<table>
<thead>
<tr>
<th>Frequency band</th>
<th>Region</th>
<th>$t$</th>
<th>df (23)</th>
<th>$p$</th>
<th>Cohen's $d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theta</td>
<td>Inferior frontal gyrus (l)</td>
<td>2.08</td>
<td>.048</td>
<td></td>
<td>0.852</td>
</tr>
<tr>
<td></td>
<td>$(X = -50, Y = 10, Z = 15)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Visual cortex (r)</td>
<td>2.68</td>
<td>.013</td>
<td></td>
<td>1.095</td>
</tr>
<tr>
<td></td>
<td>$(X = 15, Y = -85, Z = 0)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alpha1</td>
<td>Hippocampus (l)</td>
<td>2.07</td>
<td>.048</td>
<td></td>
<td>0.848</td>
</tr>
<tr>
<td></td>
<td>$(X = -20, Y = -10, Z = -25)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Retrosplenial area (r)</td>
<td>3.33</td>
<td>.003</td>
<td></td>
<td>1.359</td>
</tr>
<tr>
<td></td>
<td>$(X = 10, Y = -50, Z = 35)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alpha2</td>
<td>Ventrolateral prefrontal cortex (l)</td>
<td>2.92</td>
<td>.007</td>
<td></td>
<td>1.194</td>
</tr>
<tr>
<td></td>
<td>$(X = -45, Y = 35, Z = 20)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beta</td>
<td>Angular gyrus (l)</td>
<td>2.29</td>
<td>.031</td>
<td></td>
<td>0.936</td>
</tr>
<tr>
<td></td>
<td>$(X = -45, Y = -65, Z = 25)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Subcentral area (r)</td>
<td>2.29</td>
<td>.031</td>
<td></td>
<td>0.936</td>
</tr>
<tr>
<td></td>
<td>$(X = 60, Y = -10, Z = 15)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Parietal cortex (l)</td>
<td>2.66</td>
<td>.013</td>
<td></td>
<td>1.087</td>
</tr>
<tr>
<td></td>
<td>Postcentral gyrus (r)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$(X = 55, Y = -25, Z = 50)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
groups for nearly all frequency bands. With respect to the alpha2 rhythm, the right-sided auditory cortex demonstrated a stronger degree for coloured-hearing synaesthetes.

There were additional between-groups differences for the degree measure in several brain areas: left-sided inferior frontal cortex and extrastriate cortex (theta rhythm), left-sided hippocampus and the retrosplenial cortex (alpha1 rhythm), left-sided ventrolateral prefrontal cortex (alpha2 rhythm), and the left-sided inferior angular gyrus and the right-sided subcentral region (beta rhythm). There were also two additional hubs in the parietal lobe, which were different from the hubs found for the other frequency band. One hub was located within the postcentral gyrus, while the other is located in the angular gyrus (see also Figure 1).

Discussion

This study has examined the functional network characteristics of coloured-hearing synaesthetes. We were particularly interested in examining whether these synaesthetes demonstrate specific network characteristics in the parietal cortex, the auditory cortex, and the fusiform gyrus. According to recent studies and theoretical accounts, the parietal cortex is thought to play a special role in binding together the two synaesthetic perceptions (hyperbinding). While recent studies have used structural and functional measures during synaesthetic perceptions, in order to ascertain whether this area is specific in synaesthetes (see introduction), our research team followed a different route. We focused on the so-called resting EEG and its relation to synaesthesia. Based on resting EEG and small-world network analysis, we examined whether the parietal lobe, the auditory cortex, and the fusiform gyrus demonstrate functional network characteristics; thereby, supporting the notion that these areas are strongly interconnected with adjacent and distant brain structures in coloured-hearing synaesthetes. To examine the interconnectedness of these hubs, we calculated a particular measure (degree) as an index of how strongly these brain areas are interconnected within the small-world network.

Although there was no general difference between synaesthetes and non-synaesthetes in terms of the global small-world network parameters (number of edges, clustering coefficient, path length), the left-sided parietal lobe proved to be a strong hub in coloured-hearing synaesthetes displaying stronger degree measures in synaesthetes. This is particularly intriguing since this brain area demonstrates stronger degree measures for synaesthetes for nearly all frequency bands (theta, alpha1, alpha2). The location of the parietal hub for the beta band is anteriorly located in the vicinity of the postcentral gyrus. We also identified a hub in the inferior parietal lobule (particularly in the angular gyrus). These areas were not included in our a priori hypothesis. Therefore, we will discuss their possible role in synaesthesia in an upcoming section. Nevertheless, the vast majority of parietal hubs are located at overlapping locations. Thus, we are confident that our a priori hypothesis concerning the parietal lobe receives strong support; our analysis substantiates the specific role of this region for synaesthesia. A further area that we hypothesized to show stronger degree measures in synaesthesia was the auditory cortex (on the right-hand side). However, this was only demonstrated for the alpha2 band. There was no between-groups difference in the colour areas; therefore, our a priori hypothesis was not confirmed, at least regarding the colour areas.

In addition, several other hubs for which we did not formulate specific hypotheses were identified with stronger degree measures in synaesthetes. These hubs were found in brain areas known to be involved in controlling memory processes (alpha1: hippocampus), executive functions (alpha1 and alpha2: ventrolateral prefrontal cortex;
theta: inferior frontal cortex), the generation of perceptions (theta: extrastriate cortex; beta: subcentral area), or the generation of emotion, memory, and self-referential processing (retrosplenial area). Before we discuss these findings in the context of the literature on synaesthesia, we will first address our use of EEG and small-world network analyses for this study, since this kind of network analysis is relatively new.

**Intra-cerebral sources of resting EEG**

Based on the different frequency bands of the resting state EEG, we estimated the intra-cerebral sources by using sLORETA (Pascual-Marqui, 2002). These measures (current densities) were employed for our small-world analysis. Thus, our analysis strongly depends on the validity of sLORETA (and similar methods) to estimate intra-cerebral activation sources on the basis of EEG data. This method of estimating the intra-cerebral sources of electrical activity obtained on the scalp has been used and validated in many studies that incorporated fMRI or positron emission tomography (PET) techniques (Eryilmaz, Duru, Pardak, Ademoglu, & Demiralp, 2007; Gamma et al., 2004; Meyer et al., 2006; Mulert et al., 2004, 2005; Tsuno et al., 2002; Wieser et al., 2010). We estimated the intra-cerebral sources on the basis of the resting EEG, which has been shown to be a valid biological marker for individual brain activity (Anokhin, Müller, Lindenberger, Heath, & Myers, 2006; Näpflin et al., 2007). Since it is current consensus that synaesthesia is strongly determined by genetic factors (Ward & Mattingley, 2006; Ward & Simner, 2005 but see also Barnett et al., 2008), it is plausible to hypothesize that the functional network, or at least parts of it, is different in synaesthetes. Graph-theoretical analysis has recently been utilized, in order to describe functional and anatomical networks in healthy subjects, as well as in patients suffering from neurological and psychiatric diseases (Bullmore & Sporns, 2009; de Haan et al., 2009; Smit, Stam, Posthuma, Boomsma, & de Geus, 2008; van Dellen et al., 2009). Thus, inter-individual differences have been shown to be associated with different network characteristics.

**The parietal hub**

Identification of a strong functional hub for all frequency bands in the synaesthetes’ parietal lobe (mainly superior but with a substantial overlap with the intraparietal sulcus region) is consistent with the notion that the parietal lobe plays a specific role in binding together different perceptions. The strength, spontaneity, and robustness of synaesthetic experience has lead to the view that this binding process is stronger in synaesthetes than in non-synaesthetes (hyperbinding), and that it is associated with particular anatomical and neurophysiological features (Hubbard, 2007; Jäncke, Beeli, Eulig, & Hanggi, 2009; Weiss & Fink, 2009). The parietal lobe serves as a strong hub, even during the resting state; thus, suggesting a specific functional (and possibly anatomical) predetermination of the synaesthetes’ brain network. Hence, our finding is in line with previous studies that have specifically examined this brain region. For example, transcranial magnetic stimulation (TMS) studies suggest that this region plays a specific role in synaesthesia (Esterman et al., 2006; Muggleton et al., 2007). Specific anatomical features have been identified for this region, such as increased grey matter density (Rouw & Scholte, 2010; Weiss & Fink, 2009) and increased FA (2007). In addition, increased neurophysiological activation has been shown during synaesthesia in this region when applying PET, fMRI, and electrical tomography techniques (Beeli et al., 2008; Grossenbacher & Lovelace, 2001; Paulesu et al., 1995; Steven, Hansen, & Blakemore, 2006). In a recent study, Rouw and Scholte (Rouw & Scholte, 2010) identified increased hemodynamic responses in
the vicinity of the intraparietal sulcus, a brain area that separates the superior from the inferior parietal lobule. Taken together, our approach using resting state EEG strengthens the notion that the parietal cortex plays a pivotal role in synaesthesia and that this area is functionally and anatomically specific for this particular group.

In contrast to the other frequency bands, we identified two hubs in the parietal lobe for the beta band: one more anteriorly located in the vicinity of the postcentral gyrus and the other located in the angular gyrus. Why these hubs for the beta band are found at different locations in the parietal lobe than the parietal hubs for the other frequency band is currently unclear. However, in a very recent study with grapheme-colour synaesthetes, TMS stimulation over a left-sided parietooccipital area suppressed implicit bidirectionally in synaesthesia (Rothen et al., 2010). In other words, the bidirectional cross-activation of grapheme and colour information was not possible anymore after disrupting the activity in the parietooccipital area. Since TMS stimulation to parietooccipital areas definitively coactivates the angular gyrus, it is possible that the angular gyrus is also involved in controlling bidirectionality. Accordingly, inferior parietal areas (including the angular gyrus) are also involved in synaesthesia. Our original hypothesis placed more attention on the particular location, which has been outlined by Hubbard (2007), and which is located in the vicinity of the intraparietal sulcus, not in the angular gyrus or the postcentral gyrus. Perhaps the more inferiorly located parietal hub in the angular gyrus is not involved in hyperbinding but in controlling bidirectionality. However, bidirectionality has only recently become an issue in synaesthesia. It is conceivable that the two-stage model should be transformed into a three-stage model that includes the control of bidirectionality. Whether this holds true has to be demonstrated in future studies.

The auditory hub
We also hypothesized stronger degree measures for synaesthetes in the auditory cortex and the fusiform area. We only identified stronger degree measures for coloured-hearing synaesthetes in the right-sided auditory cortex but not in the fusiform area. The between-groups difference in the auditory cortex was identified for one frequency band (alpha2). Thus, our a priori hypothesis did not receive strong support. However, the larger degree measure for the alpha2 band related to the resting activity in the auditory cortex and could indicate a stronger functional coupling of this area to adjacent brain areas for the colour-hearing synaesthetes. A stronger anatomical connectivity within the auditory cortex has recently been shown for an extraordinary auditory-visual synaesthete; thereby, suggesting specific anatomical features within the auditory system (Hanggi et al., 2008). Furthermore, two ERP studies have shown reduced N1 amplitudes and latencies to auditory stimuli in coloured-hearing synaesthetes; thus, indicating that the auditory cortex processes auditory information at an early processing stage differently in these synaesthetes (Beeli et al., 2008; Goller, Otten, & Ward., 2009). Based on monkey single-cell recording data, Goller et al. (2009) argue that this difference could be due to more or stronger reacting audiovisual neurons within the auditory cortex responding to visual stimuli. This is an interesting argument that should be followed-up with further experiments. Why only the right-sided auditory cortex turned out to be a strong hub in coloured-hearing synaesthetes is not entirely clear. The right-sided auditory cortex is more strongly involved in processing pitch information (Hickok & Poeppel, 2007). Thus, it is possible that tone processing in coloured-hearing synaesthetes is indeed supported by this strong hub, which is located in the right-sided auditory cortex. Future studies, nevertheless, have yet to examine whether this is true. Our findings provide support for the idea that the auditory cortex is differently organized in auditory-visual synaesthetes, even in the resting state.
Further hubs for which no a priori hypotheses exist

Other than the strong parietal hub that is identified for all frequency bands and the hub in the auditory cortex, we identified further hubs for different frequency bands in synaesthetes. In the section, that follows, we will shortly discuss these hubs, but we explicitly note that we did not formulate a priori hypothesis for these brain regions because their involvement in synaesthesia is not currently as established as the brain areas for which we have formulated our a priori hypotheses. Recent experiments have yet to demonstrate whether the proposed explanations hold true. These hubs were found in brain areas known to be involved in controlling memory processes (alpha1: hippocampus); executive control (alpha1 and alpha2: ventrolateral prefrontal cortex; theta: inferior frontal cortex); emotion control, memory, and self-referential processing (alpha1); sensorimotor processing (beta: postcentral gyrus); and the generation of perceptions (theta: extrastriate cortex; alpha2: beta: subcentral area). In summary, the identified hubs that overlap with brain regions in which specific anatomical and neurophysiological features have already been identified in synaesthetes. For example, previous studies have found brain activations and specific anatomical features in prefrontal regions during synaesthesia (Aleman, Rutten, Sitskoorn, Dautzenberg, & Ramsey, 2001; Beeli et al., 2008; Nunn et al., 2002; Paulesu et al., 1995; Rouw & Scholte, 2010; Schiltz et al., 1999; Sperling, Prvulovic, Linden, Singer, & Stirn, 2006; Weiss et al., 2005). It has been argued that the prefrontal regions interact with modality-specific brain regions (e.g., visual, auditory, or gustatory brain areas controlling perceptual experience). This interaction might occur by associating perceptual experience with memory information or by managing memory retrieval.

A further possibility is that the frontal areas are involved in controlling conscious perception (Del Cul, Dehaene, Reyes, Bravo, & Slachevsky, 2009; Kleinschmidt, Buchel, Zeki, & Frackowiak, 1998) or in the operation of cognitive control during synaesthetic experience (Ridderinkhof, van den Wildenberg, Segalowitz, & Carter, 2004). Synaesthetic experience might interfere with ‘real’ experience that needs prefrontal control to manage the different and partly interfering experiences. The sensory areas (extrastriate cortex, and the subcentral area) in which hubs were localized are brain areas that are partially interconnected with regions underlying synaesthetic experience. In this study, we examined coloured-hearing synaesthetes, meaning that the visual and auditory areas are involved in generating this experience. Specific anatomical features in these areas have been shown for synaesthetes in terms of either changed grey matter densities (Hanggi, Beeli, Oechslin, & Jäncke, 2008; Jäncke et al., 2009; Weiss & Fink, 2009), or changed FA measures (Rouw & Scholte, 2007). Previous studies have demonstrated that these areas are differentially activated during synaesthesia (Beeli et al., 2008; Hubbard & Ramachandran, 2005; Paulesu et al., 1995; Rich et al., 2006; Sperling et al., 2006). Further hubs were identified in the hippocampus and retrosplenial area. The hippocampus is associated with increased grey and white matter density in synaesthetes (Jäncke et al., 2009; Rouw & Scholte, 2010) and with activation in this area during synaesthesia (Gray et al., 2006). These findings depend on whether the examined synaesthetes are associators or projectors, with only the former showing these characteristics in the hippocampus. The hippocampus and the retrosplenial area are known to be involved in the encoding and retrieval of episodic, semantic, and spatial information (Northoff et al., 2006; Piefke, Weiss, Zilles, Markowitsch, & Fink, 2003). Thus, it is conceivable that synaesthetes rely more on memory systems than non-synaesthetes (with associators showing the strongest hippocampal involvement).
The frequency bands

Most hubs were identified for the alpha band (alpha1 and alpha2). In general, alpha power and brain activity are inversely related (i.e., an increase in alpha power indicates a decrease in brain activity) (Laufs et al., 2003a). The power of the alpha rhythm within a particular brain area has been shown to be directly associated with the functions controlled by these areas. For example, alpha rhythm in parietooccipital areas is modulated by attentional factors and vigilance, while the alpha rhythm within the auditory cortex (the so-called tau rhythm) varies as a function of auditory stimulation (Hari & Salmelin, 1997; Hari, Salmelin, Makela, Salenius, & Helle, 1997). Finally, alpha rhythms are broadly linked with perceptual processing and memory tasks (Klimesch, 1999; Klimesch, Freunberger, & Sauseng, 2010; Rihs, Michel, & Thut, 2009; Thut, Nietzel, Brandt, & Pascual-Leone, 2006), as well as being specifically linked with hippocampal activity during memory tasks (Babiloni et al., 2009). Theta rhythms in the extrastriate areas have been identified in association with short-term maintenance of visual information in monkeys (Lee, Simpson, Logothetis, & Rainer, 2005). Beta rhythms have been observed in normal subjects during states of higher arousal, such as induced anxiety (Isotani et al., 2001), but also during imagination, preparation, or observation of motor actions; thus, the beta rhythm, especially when it reflects activations of the premotor, motor, or sensorimotor system, is thought to represent the activation of the mirror neuron system (Hari 2006; Pineda, 2005). The origin of spontaneous resting beta rhythm is not well understood, although it appears to be modulated by the GABA-ergic system (Jensen et al., 2005). Taken together, the EEG rhythms associated with the hub regions of the coloured-hearing synaesthetes indicate neural processes that are known to be involved in controlling particular psychological functions (perception, memory, executive control, as well as sensorimotor control) and have been previously associated with synaesthesia.

Limitations of the study

Several limitations of this study should be addressed. First, we were not able to discriminate between associators and projectors. This would have been very helpful since recent studies have demonstrated that both synaesthesia subtypes differ strongly in terms of anatomical features and brain activation (Rouw & Scholte, 2007, 2010). In future studies, we plan to disentangle possible different resting state EEG patterns for associators and projectors. Second, the relatively low number of electrodes used for this study needs to be considered because the precision of estimation of intra-cerebral sources strongly depends on the number of electrodes (Lantz, Spinelli, Menendez, Seeck, & Michel, 2001; Michel et al., 2004). Although several studies have demonstrated that the precision of estimated intra-cerebral sources based on 32 channels (as used in our study) is fairly good and at least roughly corresponds with fMRI results (Mulert et al., 2004), caution is warranted when making strong arguments about the exact localization of the identified hubs.

However, we would like to emphasize that James and colleagues reliably identified hippocampal activity during memory tasks (James, Britz, Vuilleumier, Hauert, & Michel, 2008; James, Morand, Barcellona-Lehmann, Michel, & Schnider, 2009). In addition, Lantz et al. (2001) even demonstrated that hippocampal foci of epileptic seizures can be detected even with 31 electrodes relatively precisely with a spatial error of approximately 2 cm. A further set of evidence has been added by Zumsteg and colleagues using PET simultaneously with EEG-based LORETA solutions (Zumsteg, Friedman, Wennberg, &
Wieser, 2005; Zumsteg, Friedman, Wieser, & Wennberg, 2006; Zumsteg, Wennberg, Treyer, Buck, & Wieser, 2005). They have demonstrated that LORETA is quite precise in detecting mesiotemporal foci of epileptic features.

Third, we only examined coloured-hearing synaesthetes; it has to be examined whether these findings could be replicated in other synaesthetes. Fourth, our study was based on the so-called two-stage model proposed by Hubbard (2005, 2007). Nevertheless, there is at least one additional theoretical account to explain synaesthesia. In the context of this account, synaesthesia is explained as a consequence of disinhibited feedback from higher associative areas of the cortex to lower perceptual and sensory areas (Grossenbacher & Lovelace, 2001). Whether a possible disinhibition is linked to stronger hubs in parietal and frontal areas has to be shown.

Conclusions
This paper contributes to the current literature regarding the neural underpinnings of synaesthetes in three ways. First, the study corroborates the notion that synaesthesia is related to specific network characteristics of the human brain. The underlying network comprises brain regions involved in controlling perceptions, memory processes, and executive functions. Second, it supports and extends the hypothesis that the parietal lobe plays a specific role in synaesthesia. Finally, the novelty of this study is the finding that synaesthesia is related to specific functional network characteristics, which can be measured using EEG during the rest state. Thus, there is a form of predetermination of the synaesthete’s functional network even during rest, which might prepare the synaesthete to generate a particular synaesthesia in response to an appropriate inducer stimulus. This would imply that even during rest the synaesthete’s brain is in a different operating mode.
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